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B2 Section 1.1:Vectors in Euclidean Spaces 5

The Set of all real numbers ® is regarded geometrically as the Eudidean line or the Euclidean
I-space. The set of-all ordered pairs of real numbers (ab) IS the Euclidean plane/ Euclidean 2-space
or ®% The set of all orderecl triples of real numbers (0,b,0) is the Euclidean 3-space, PR3

Generally Speaking, the set R" of all orcered nN-tuples (X, ¥a,...,Xn) OFf real numeers is the
Euclidean n-space.

= the set of real numbers

The natvral numbews: 0),2,...
Integers: ..."1,0,1, ...
Rational numbers can be writren as frachon of in+e9ers

A\gebraicnumbers are roots of finite, NON-zero poynomials in one variable with ratHonal
coetficients

l» Does not inclucle imaginary numbers like -4
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ectors

The motion in response 1o a force depends on the direcHon in which the force is applied and on
the magnitude of the force.

Pefinition- An arrow pointed In the direction in which the force Is achng with the length of the
arrow representing +he magnitude of the force is Called o (force Vecior

vectors and points are both elements of R but st vicwed differently. Mathematically there is
no difference. we use parenthesis for points and brackets for vectors

V=IVi,V2,..,Val , Vi=+he (th component

Definition: Twp vectors V=0v,Va,...,Vnland w=[w,W2,....Wnl are equal i* n=m and Vczwi foreach (



Definition: A vector containing only zeros as components is Called a zero vector and is denoted
°

f we draw an arrow having the same length Gnd parallel o V but starting at a different point
P, we refer to the arrows as V translated o P

/ /mns\a\-ed v
o P

vector algebra

Physics fells vs thatif two force vectors/forces act on a body at the Same time, then the +wo

Can be replaced by a single force, Called the resultant force , which has the same effect.

L> The vector for the resvltant force is the diagonal of the parallelogram having the two original
Vectors 0s edges.

> we consider the resultant vector o be the Sum of the +wo original forces

~ T:‘r"ﬁ;

we Can alSo think of conned-ing a translated vector 1o the end of +he other. This is usefuvl for
adding mulhple forces.

“g,sla\-ed -\-mns\a*ed +ranslated

<l

+ranslat-ed
v

sl

The difference between vectors is represented geometrically by the arrow from the +ip of the
second to the first or by adding a reversed Qrrow in the opposite direction.

-
-Ww

v-w w

Multiplying 0 vector by a scalar makes it that much longer or shorter




VeCior ngebm in R"

Let V=[v,,v2,...,val and W= [w,,w2,...,Wn) be Veclors In R". The vectors are added and svbtracted as
follows:
L vector addition: V+W = (vt Wi, Va+Wz, ..., Vat W)
L | vector Subtraction: V- = [v,-W. , Va-wa, - .-, Vn-Wn]
L 1¢ r iS any Scalar, the vector V is multiplied by r as Follows:
scalar moltiplication: vy =Lrv,,1Va,l.., Vn]

Properties of| vector algebvn in R"
Let U,V,and W be any vectors in lR? and |let r and s be any scalars|in| R,
Properties of vector Addition

AL: (U+ W+ W=T+(V+W) Associative Law

AL Vrw=W+V Commutative |Law
A3: D+ V=V Additive \dentity
AY: V+(-V)= D Additive Inverse

Properties Involving Scalar Multiplication

SL: r(V+W)=rV+rw Distributive Law

S2: (r+ 8D VErv+SV Distributive Law

S3: r(sv)=(rsdVv AssoCiative Law
s41Ay¥=N Preservation of Scale

Definition : Two Non 2ero vectors ¥ and W in R" are parallel , and we write U/ W, if one is a

Scalar multiple of the otrher. That is, for ce®, V:eW or WacV

> ' V=rW with r>0, then Vand W have the same direcon. If r<0, then they have opposite
directions

= ?.V‘W V:a

e ed

Definition" Given vectors Vi,Va,..., Ve in R and scalars [ry,¥z,...,re 1N R, the vectdr r\y,+ravat. +rle
is 0 linear combination of vectors V,,va,...,Ve with Scalar coefficientS ryra,..., Ye

Every vector in R* can loe expressed uniquely as a linear combination of the vectors (1,61 and
Lo,\]1. Tatis, V=(v,,val=r 1,01+ (0] &= ri=b, and M =ba
L> Definition: we call +hese the standard  basis| vectors.
L For R? these vectors are: u=[,0,0], 3=[0,1,01, k=00,0,1]  the rtn component
we denote +he rth standard basis vector as &= [0,0,...,0,1,0,...,0].
Thus V= [V.,V'L,...,Vn-_|= V.a"’ Vze_;."‘...*VnéaAn



Span of vectors

Definition: The span of a vecior is the set of all linear comboinatrions denoted | SPLV,Vz,..., V)
L The span of a Single vector are all the Scalar multiples of i+. V#0 then this is a hne. ¥ V=0
+hen e span is D.
L> For 2 veclors V and W :
I V/w then Sp(V,w)isaline
¥ ¥ 1S not parallel to W, sp(¥,W)isa plane
¥ V=W +he span s ®

The +ranspose of a row vector is the Corresponding column vector. Similarly the transpose of a
column vector is the corresponding row vector, denoted V'
L (V=¥

%Sec’rion }.2: The Norm and Oot Product %

The Magnitude of a vector

Definition-The magnHude of V= [v,,va], denoted I VIl, is the length of +he vector.
L> By the pythagorean theorem: llvil= TR v

Va

Let V= (v, vz,...,Va) be O vector in R". The norm (or magnii-ude) of VIS V= {y2evare. + Vn?|



Properties of the norm in "
For all vectors V/and W in ®" and for a\l Scalars v,

L V1120 and ITI=0/1f and only if V=0 Positivity

L e @l= el VI Homogeneity

L IV @I+ IR Triangle equality
Unit vectors

Definition: A vector in IR is a unit vector if it has magnitude 1
L Given any honzero vector Vin R?", a unit vector having +he same direction as ¥ is given by  _V_
v
The set of all unit vectors in @' isaline, R? js a Circle, R3 {s a sphere

Al standard basis veelors are Unit+ vectors so +hey are also called uni¥ coordinate vectors.
The Dot Product

Definition: The dot product of vectors V=(v, Vz,.,Vnl and W=Lw, W2, Wnlin RB" is the Scalar gven
by V-WaVW, tVaWa ..+ VaWn

L> The dot product is sometimes called the linear product or the Scalar product. Geometrically,

the dot product of two vectors is equal to the product of their magnitudes with the cosine of
the angle between them Le. V-w=IVIIIIWIlcos®
Note: V-V=ViVa2 . +Vn2=lIVI?

Definition: The angle between nonzero vectors V.and W IS: |5 0o (#mﬁ)

The Schwarz Inequality : IV-W I €WVIINW I



Progerﬁes of _the Dot Product in R7

Let U,V,and W be vectors in " and let v be any Scalar in iR. The following properties hold :

D1: V- wW=w-V Commutative |Law
D2 W (VW)= U+ U-W Distrilutive Law
D3’ r(Vv-W)z (rv)W=V" (ri) Homogeneity

D4: V:V 20 ond V-V=0 i and only if V=0 Positivity

Dehmhon Two vectdrs Vand W in R? are perpendicular or orthogonal, and we write VLW, it
V/w=0
L Note: ¥ V=8,V-W=0.|f VD, W+B = 6:=72

—

Proof of Schwarz Inequality: 1# V=0 or W=0 then both sides are 0. V#0,W+#0, let

- - -
Z‘V—x—v‘;" W (note =-W= osmce,(v-u )w ‘v‘w—“—w‘”ww o

L (V.w)* > (Vvw)?
nvie= i (LY E 0 = s e Qe
It lwn?2 (Tw)* = V- Wi wl)

The Triangle Inequality: IV+WII<IIVII+ 1wl
Proof: IT+W Iz (F+W)- (V+w) = (T +2UT W)+ (W-W)< (T1V)* 2030w + (W-W)
= v 20T NI+ W0 = (UE N+ NI = UT+R NN TN IR 1|

%Secﬁon |.3: Matrices and their Algebra %

As seen In Section I.1, we can write the linear system: Xi+2X2=-I

SX,+5X1 =19
in the vnknowns X,,X2 @s aColvmn vector equation : | =2(_[-1
X, + Xy s |7 a
we can abbreviate +his as: [' -2 {X\ :[-I
3 §5iLx| L4
A X B

Ax is equal 1o a linear combination of the column vectors of A: [ ][XCR x\[']ﬂ(z[';]
3 5 3



The Notion of g Mattix

Definition: A matrix is an ordered rectangular arvray of numbers, usually enclosed in parenthesis
or square brackets.An mxn matrix has m rows and n colvmns.

Definition: An nxn matrix is called a Square matrix

An 1xn matrix i8 @ row vector with n components and an mx1 matrix is 0 colomn vector With
m Components. The yvows of a matrix are i+ row vectors and the columns are its column vectors.

acj = the mattix entry in row t_and column
On Q2 Oz ... Qi
02, Q22 023 ... Qan
A=[agls| Qa: Oz2 0Osz ... Oan

[ O, a;nz Oma - - Omn)

Matrix Multiplication

The product of the matrix A and colvmn vector X iS the linear Combination of the colvmn vectors
of A having the components of x as coefficients.

X, ah)(|+a|€_x7.'|'..."'aln)(n
For x=| ‘| and A=lagl, Axs| @ :

Xn AmiX; *Qma X2t ... * OmnXn

Notes:
) components OF Ax are dot prodducts of rows of A with X Ay [qs’f row) - x]

(m#h row) - X
2) Ax=linear combination of olvmns of A with Coefficients Xi:
Ax =X, (4st colomnd+...+ Xm(nth colomn)
3) Systems of linear equations can be written as Ax=R

Let A=[0ck] be an mx n matrix and let B=[byj] be an nxs matnx. Tne matrix prodoct AB
is the mxs matnx C=[(cij]where Cij 1S +he dot product of the (+h row vector of A and jth
. n
column vector of Q: Cij= 2 0ibyj
£z
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Definitiont IF A=AT then the matrix A 18 Symmetric

Note. A-B=A+ (DR

Properties of Transpose Operation

L (A=A ranspose OF @ +ranspose
L (A+B) = AT+ BT franspose of a sum
Ly (AB)'= BTAT }ranspose Of a product

Properties of Matrix Algebra

L A+B=B+A commutative law of addition

Ly (A+B)+ (= A+ (B+LD Associative law of addition

L A+O=0D*A=A |dentity for addition

L | r(A+rR):=rAt+trB Lett+ diskributive law

L | (rts)A=rA+SA Right  distributive law

L [ (r$)A= r(SAD Assbciative law of |scalar multiplication
L (rA)B=A(rB)=r(ABD Scalars poll throogh

L |A(BC)=(ABDC Associative law of matrix mulriplicakon
L, | IA=A and BI=B ldentity for matrix multiplication

L AB+Q)=ABT+AC Left distributive law

Ly [(A¥B)C =AC+RC Right distributive law

%Sec’rion 1.4: Solving Systems of Linear Equations %_

The most general type of linear system has m equations in n unknowns and can be written as:
QuXi*Qu X2+, .. +QinXn =b,
OuX2t@nXat...*02nXn = by

G X1tQmaXat...*dmnXn =bm
In fwo variables where ac,#0 or Ac2+0, GuXi+Qi1Xa=bi determines a line and the solution to
the systtm is he intersection of these m lines



m | line solution | Single Solvtion | NOo solution
4 ~ lmﬂ'Possilole. ﬂo‘-pos&:ilole
2 ~ lines > /5(

3 | o oincide | N S op X

we can rewrite +his sysrem 0 a single matrix equation AX=o wrth A= [ay] coefficient matrix

Definition * The dugmented or partitioned matrix is g shorthand of the system above written
Qu a“ a"q bn
Gz, Q022 :-- Q2n b2 | [Alb]

Omi Gy - amr) bm

E\emenﬂry Row Operations

we determine the Solutions o Ax=b by manipulating the avgmented matrix using elementary
row operations. ™e row operarions change the matrix but do not affect the soluton sex

Elementary Row Operations

L> |(Row Interchange) Interchange the tth and jth row vectors in the matrix Ric—R;
L (Row Scaling) Multiply e (th row viector in a mattix by a nonzero scalar Re— sy
L (Row Addihon) Add 1o the (Hh row vector of a matrix s times +he j row Re RitSEy

Definition: If a matrix B can be obtained from a Matny A rovgh elementary Yow
operations, then A iS row equivalent o 8

Theorem: If (A|b] and [H|c] are row equivalent augmented matrices, then the linear systems Ax=b
and Hx=cC have the same Solution Sets.



Row Echelon Form

Definition. A motrix iS in Row Echelon form if:

D ANl rows containing only zevos appear below rows Wwith nonzero entries
2) The, first nonzero entry in any row appears in a column to +he rignt of +ne

oR
©
-

irst nonzero

entry in any preceding row.

L| The first nonzero entry in @ vow of a ow echelon form matrix is the| pivot for +hat row

Examples: |

1013 2Tl hod | 129 Ol | [0/ O 2 IENAENN
© | O o row 3] R Jrow | ol o 3 J’S“If; ol & [1]3 ?oLS

o | of )] [cheon oo PJ™" o| © ol denkeldn ol © [o] 1] [denkidn
X circles qre pivots O] O |O| O] O [O| O

b is easily Solved by back substitution

If (Alb) is in row echelon form then Ax

Expmple: Find all splutions [to
-5 11 |33 -BX,-Xo+BX2/= 3
(Hicl=|| © B [S| 8] =p | 3%+5%258 | =2 Xa3~Y2=F2 = 3X2+9(-2)=8 =3 X 1=@ =3-5X, 76 43(;2)
[ © 2 |-y 2%33-4 =P X)= 13
Examplef: [o |1 [t | 3] ) ¥a+Xa=[3 [_o[x3=Y2 | y | el
Lo [o]a] 1]] 2X3= | X1=9%>
Example: [|1 [-3] s/ | 8
O | 1] 2]| 2| |Since +he lash row meang OX,+OXz+ OX2-l,|there|are nNo solutians
o (o Ol

Definition: A linear system having no solutions Is inconsistent. ¥ A linear system has one or

more | solutions, the system s consisten+t

Example
( | 2 O 5 (o] y X, 3;-_55.‘. 4
I XiF3X¥5¥ =t [ eneval
(el = a (0| 1| 2| o]77 s Ya n <9 e Totion
e lold o] i[]] XaF Xy Xal[=] =251
) |0 O |0]| Of|O] 571 Xy 3 foriscalars r, S
[ [xs] L

Ly X2 and Xy are called free variables

Theorem:We Can alwoys redoce| 0 matrix o row echelon form UsiNg elementary row operations.

3

L> The algorithm o do this is (Gavssian elimination /reduction




Gavssian Elimination

Steps
D IF the first column of A containS only zeros, Cross i+ off mentally Ona continve until +he lef+

Column of the remaining Matrix is Nonzero or until Colomns are gone

2) Use row interchange I necessary o obfain a pivot, p, in the top row. For each row below
with a nonzero entry,r, in the First-colvmn , add -"/p times the top row to it to create
zeros

3) Go back to step 1 Ond repear with the next columns
L, Note:You can multiply the pivots row by 7/p to make calevlations Simpler

Theorem: Let /A be Gn mxn matrix. Ax=b (is consistent |if ond only it the vector B in ™ is (in the
Span of e column vectors of A

Definition: A matriX in row echelon form with all pivotrs equal to 1 and with zeros above an
below each s in reduvced row echelon form
L>» we vse the Gauss-Jordan method o reduce a matrix into reducecl row echelon form

Y Theorem: The reduced row echelon form of a matrix A |is bnique

Theorem™- Let Ax=b be a linear system and let [Alb)~[H|c], where M is in row echelon form.

) The system Ax=bls inconsistent if and only it the augmented matrix [H|<) has a row with al)
entries O to the lef+ of the partition and 0 nonzero €ntry o the right of the parhtion. That is,
avow [0,0,...,0lc), c*0

2)1# Axzb is Consistent and every column of H contains a pivot, the System has a unigue  solution

3 I Ax=b is consistent and some colomn of H has o Pivot |, the systern has infinitely many
Solutipns , with as many free variables as there are pivot-free columns in H



Definition : Any matrix ¥hat can be obhained from an identity matrix by means of one elementary
row operation is an elementary matrix

Theorem: Let A be an mxh matrix and let E/be an mxn elementary matrix. Multiplication of A

On the left by E effects the Same elementary row operation on A that was performed on
the identity matrix to obhain E.

B2 Section 1.5 Inverses of Square Matrices s

A system of n unknowns X, Xz,...,Xn Can be expressed in matrix form as Ax=b where A is
the nxn coefficient matrix, x is the nx1 column vector with th entry Xi and b is an nx1
column vector with constant entries. The analogovs equation with Scalars is ax=b.

If a+0 we solve it by multiplying by /a \.e.

(o=@ 2| (Be)xe(B)o = 1x=(g)e=x:(F)e
mulrplicarion Associativity of property of proper+y
by Ya multiplication Yo of 1
Similarly, we must find a nxnh matrix C Such that CA=1 so that we have
ClAX)»Cb = (CAX=Cb = Ix=Cb=> X=Cb
Using back Substitution we have X=Cb s0 Ax=A(cb)=(AC)b=2AC=1

Theorem: Let A be Gn hxn matrix. 1§ Cand D are matrices Such that AC=DA=I, +hen C=D! In
particular if AC=CA=T +hen C is vnique
Proo#: Let C and D e matrices Such +hat AC=DA=I. We have D(AC)= (DAYC => P(AC)=DI=D and
(DAYC=IC=C SO C=D.Now let AC=CA=I and Suppose AD=DA=I.Then AC=1-DA =>D=C



Definition . An nxn matrix A isinvertible If there exists an nxn matrix ¢ such +hat CA=AC=T
where 1 is the nxn identity matrix. The matrix C is +he inverse of A, denoted A™.
L \f A is not invertible +hen it is Sihgular

Theorem: Every elementary matrix (s invertible
Theorem: Let+ A and R be invertible nxn matrices. Then AR i$ mvertible and (AB)'=R™A™

Lemma: Let A be an hxn matrix. The lingar syskem Ax=b has a solution for every choice  of
column vector be®” if and only i A IS row equivolent 1o the hxn identity.

Theorem: Le+ A and C be nxn matrices. Then CA=X if and only it Ac=1

Computation of A™

To find |A™) if it exists, proceed as follows:

) |Form avgmented matrix [A|T]

2) Apply Gauss-Jordan method to attempt 1o reduce [A|T]4o (T[C]. |f +he| reduction can be
carried ovt, then A':C. Otheywise | A"l does not exist

Theorem: The following conditions for an nxn matrix A are equivalent:

) Alis invertible

() A lis row equivalent to the identity matrix T

(i) The system Ax=b has a solution for each n-component column vector b
Lv) A lcan be expressed 0s a product of elementary matrices

V) The span of +he colvmh vectors of A s R"

To express aninverrible matrix as a product of elementary matrices, write in 1eft +o ngnt e
inverses of the elementary matrices corresponding fo the row operations that reduce Ao 1

B2 Section 1.6 Homogeneous Systems, Subspaces, and Bases B

Definition: A linear system Ax=lb is homogeneous If b=0

LA homogtneous linear system AX=0 is always consistent becavse x=o (s a Solotion
L The zerp vectoris Called the trivial Solution. All other Solutions are nontrivial
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covering chapters 1-5,%
L 'maybe (8,9 if time permits
fuclidean Spaces
= set of all real numbers
L example: 1,0,/2, %427, W, e
L> Natural - 1,0
Integers: 1,0,-2
Rational: 1,0,-2, Sy
Transcendental: me
Algebraic: 1,0,-2,5/y, 12
L {2 is algebraic because the root of x*2=0 is {2

L NOT IMAGINARY NUMBERS
L example: \-Q°

Euchidean 1-space Cline)

ST o the T
Euclidean a-space (plane)
R? = ordered pairs (a,b) of real numbers

b J (a,0)

Euclidean 3-space
3= set of (x,y,2)

Euclidean N-space
R" = Set of N-tuples of real numbers
(X, Xz, -, X0

vectors

From physics (forces)
Hove magnitude and direction

Y
(ab) El\':’

vectors and points are both elements of R™ but viewed differently
L (,43,-)=point LI,{3,-1]=vector
V= [y, Va,.,VN) , Vi= (h COmponent



¥ V=[v,,...,vn] and W=Cw,, .., Wy], then T=W if N=M and vi=w¢ for all ¢
6:=00,0,...,0]

-

o Y o~ «transiation ot V

vec a

From physics (resultont force)
Additio

P
E paralielogram rule

-

F2

In terms of N-tuples: V= [v,,..., Vn), W= [wy,... Wn] => VW= [y+ W, V2t Wz, ..., Vn+ Wa

Subtraction
V-W =Ly -Wh,-.., V- Wy )

M

W ?

Scalar multiplication

ce®, VemrM=CVerR” 4
C Lv,Va,..., VNl = [cv,, ..., CUn]

Vand w are parollel i V=cW or W=cV

<\

'\‘4\,

Properties

U,V,Wer™; vseR

(A+V)+W=T+ (T+ W) Associative
R+V=V+TU commutative
O+*vu=V odditive identity
V+ (W)= | additive inverse
r (-\T"_?F:VTW } distributive
(r+sDV= rv+sy

r-(s:v)=(r-s)V

I-v=V

Vi..Ve 6N A, . Ar€ER
AVi* ...+ AV €RY is called the linegr combination of V,,..., Ve Wwith coefficients A,,.., Ae

The span of V.,.., Ve = SP(T,,.., )= set of qll linear combinations = LAV+..* ke Tk : Ay,..., Ak ERY
L> Example: The span of one vector

3 sp(¥)=all scalar multiples of V={AV ' AeR3

/ If V#0, sp(¥) is a line. If V=0, sp(V) is O



L Example: The Span of two vectors
Ly 18 v//w ten sp(v,w)=line
L \f ¥, W are not parallel, then Sp(V,w)=plane

System of Linear Equations
Example: 18 [1,2,3] a linear combination of [0,1,2] and (2,2,2)?

0h2,31= X 00,1,2)+ X2 [2,2,2] ¢ [2Ag, A 1#2 X2, 20,42 2,71= [),2,3)

20221 = \,= '/9. =>9 b v
)\|+2)\2=2=> /\7_=| )\|+2)\2 3

Thus [1,2.3] = [o,l,‘).__\'fly [2,2,2)
Definition: A row vector is of the form [x,Xa,..., Xal. A colomn vector iS of +he form |x

il | L/L‘H‘l tomponen +
The standard basis of R" is €,,..,8v where &.= [0,0,...,0, , 0]

Example: R® has g basis of E\.=[|,o,o],€‘1= [o,|,o‘_l,é2=(o,o, i)

Every vector an be written uniquely as a linear Combination of e,,..,e
VE (Voo Un1=VE +. L+ VB

Norm a t P ¥
Pythagoras: ¢
A« - (oo
b

Ve®? V=[v, Vil

Norm of V=IVIi=length of V= {V%v,” = l N 2 in 3
' 2 ()

X =
3 Ly - L=l

VO Na o W= (VR = Ve veT

L"‘ ‘lvll“'vzl
L

X2 In RN iz {y,2 Vo2t v

L IVNZO, I¥N=0 ¢=> V=T (positivity)
L lr-¥lil=Irl-N V1
L IV+WIL UV +IWI Grriangle inequality)

Definition: A unit vector iS a vector V. Such +hat I\¥ll=

Definition: A Sphere s a set of all unit vectors

Sphere

N R ; : In mﬁ.: circle In Rs:
— S




D ¥ (Gnner Yy product

v N QY 3
letv,wek VoW = VWt Va VW = ZEVEWS

Exomple: (1,331 [1,041=-1+0+1a=ll eR

Note: V-V=V2+.  +V 2= IIVII®

Geometric Interpretation
WA=
NS UE W 2= HT=wWiZ+ WD liw ) cos®
V,a-l-. ..+Vu2'\'W|L+. Wt \/\]N" F (VI_WI)‘Z-". .t (VN"WMB’I-“'?—“-\? "“Gl\ coso
Vi AW+ W= 200w, + Vo Wat 4N Wa )+ 2cosO 1T W

0=-2(3-W)*2cosO TN RN
:_\I'W e . =_)._\
cos®=gy GF VW are unit vectors, cos®=V W)

Example: Find the angle between ({31, 0] and (o,{2,0]

L a2 _1 .1
J3+1'=2 ccse—;u_a-a 0=3

-

v ond W are orthogonal if VW=0

Properties of dot product

L V- (R+W)=V U+ VW
b (W)= V) W=(rw) -V
b V-V20,V:V=0 ¢&>V=0

Schwartz Inequality: 1V-WIZNVI -NwW I
Proof: If V=1 or W=D +hen both sides equal O

FV#0,W+D en let 5.g_V-W (note: Z-w=0)
WwW

v W

(= 'V‘V)‘V‘v:T/-W-—V—_;‘"’ WW =0

WeW W
=S1t= 2 \7-3—21 > e 2. 2, (NW) » (§-W ?
Y= i () = -h'—W)—mz
N HRNE2 (VW) IN-W 2070 W

Proving the Triangle Inequality : IV+Wll £ IVI+IWI
Proot WT+Wi2= (V@) T+W)= V-V+2V-W+W-W £ V-V + 2091w+ &-w £ U+ N2 => U T+ 1 <091+ |

Definition: An NxM matrix iS an array ot real numbers with N rows and M columns

Example: A B _c\) E] ax3 matrix %cjflen;""/ g‘ ;ow ;' column )
w=1, 2=0, 023=



Multiplicotion
Let Abe an NxM matrix and xeR" x=[x‘.'] then Axe®M

m
AuXy* A Xat.. .+ AlmXm
Ax=|

Ale|+. b oeab ."'Auv\ YM

Example: [ 1 © E] [C"] _[10+01+ E.q]:[qﬁ]
2 -1 3] Lal [20+4-1+34 \\
Note:
Ly components of Ax are dot products of rows of A with X
Ay = | Clstrow)- x
(N™ oW )- X
Ly Ax =linear combination of columns of A with coefficients Xi
Ax =X, (st coumn)+.. + xn (Mih colomn) = o['z] ) {_‘?]4- y [Jz]

L, Systems of linear equations can_be writen os Ax= 13
fx.+5x3=o [i o E][,’(‘ _[o

21=
2%, -X2+3X3 =1 2 -1 3]|xa) |

Let Ae an Nx*M matrix and B be an MxL matrix, C=AB is an NxL matrix
The jth column is A-Cjth column of B)

C§=(ttn row of A)-(jH colomn of B)zé Aigby;

Example : o 3 | cllo 3
B ° 72| [: X [{f 3’[35] [2 i ;] [—ll cz)] is not defined

N O

Warnin g9 NOT commutative

Example: [O l_“-I o]:[o 2]
o ojlo 2] Lo o

I} is asspciative : (ARYC=A(BRC)

3 ollS o)-1S o)

Definition: An NxN matrix iS o square matrix
A sguare motrix has main diagonal Gn,0322,..., Onn

DeFinition: A diagonal mattix iS a square matrix where all o¥¥~diagona\ entries
are zero

Example: {l 0 O] \dentity Matrix ! 0 ] [\ o) o]
0O 2 O . I:=] 0 | o
O 0 O C " o o |

In



T-A=A, 8I=8
Addition and Multiplication by Scalar

A+B8=C, Cij=aiy+bu)
R-A=C, Cgy= Ray

Transpose
Let A be an NxM matrix = AT is an MxN matrixX (swich vows and columns)
If C=AT, Cij=0yi
Exomp\e: [l (o) ‘E]:[ | 1]
2 -1 3 o -l
2 3

Definition: A symmetric matrix A is an NxN matrix where A™=A Le. 0¢j=0;i

Example:[l Tl O}
- 3 E
O V7 O
Properties

(ADT=A
(A+*RY=AT+R'
(AR)" = BTA"

Itk dF Ut (i

OuX,+ Qig X2t.. +*Ain¥n=b,

Xy

(2
An Oni X, * Oz Xot ... TOnnX n = b

W Au*0 or Gi2#0, AuX,*A¢2 X2 =bi determines a line

The solution for the system is the intersection of all these N lines

line solution s'mglemsduﬂon Nno nsoguﬂon
n

Example: N
: ~ possible possible
2 ~ X A
3 ~ X JoA A
Yithm
Ax=b

Augme\rﬁcd matrix (A]b)

Pample: Mrenaen (03 NR(D—C 2 Al0)

X\+2X2‘X3:O \



Elementary row operations

Rl Intevchange two rows

R2: multiply One row by C*0O

R3: add a multiple of a row Yo a different row

Example: (2 o | I>

1 2 -] ©

R\ (l 2 -l o> R2 (6 o 3 3> R3 (-a)x (and row)+ (first row) (o 43 1>
2 0 1 Il 2 -1 O | 2 -1 O

Note:

Ly each of these are invertrivle
L +hese do not chanae the solvkon set

Theorem: ¥ (Alb)~ (H| c) (equivalent or can from one to the other usin
elementary row operations) then Ax=b and HX=C have the same Solution se+

Example : [0 2 -H\[ X, 0
3 b 12 X2 |= (-9
2 0 4y Xa )

O 2 -H]o 3 L N
3 6 129 | ReR,[ 0O 2 -4
2 o 4Hlo 2 0 4

I 2 Y |-3 I q
2R+Rz | O 1 2| O | 4Ra+R3| O 1 2

O -4y -4 G 0O O -2
equivalent fo: X +2X+4X3=-3 =
X2=2Xz =0 X2z -l
-12X2 = b Xa= "/2

Low Ednelon Form

DeFinition: Matrix 1S in row echelon form i in each row, the first non-zero entry
appears 1o the rignt of the previcus row's fivst non-zero entry. The non-zevo entry 18
Colled the pivot.

Example: [o 1 5 Io o]

OO0 0O 2 o

note: If LAl bl is in row echelon form , then Ax=b is easily solved by ‘oack
Substitution

Examp\e:[o | }:ﬂ_, KatX3=3 |y o loyy 5

X, is ¥
00 2 2 X2 =| 2 2. e

Theorem: You con always reduce a matrix fo row echelon form using elementary
rolw operation.
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