Elements of Probability

DExperiment with measurable outtome that involves chonce
L> Examples:
D watch a Notre Dame v.8.Navy game and count how many yards Andrew Hendrix throws
for
2) Everyone rolis a die and we record +he numioers rolied
3)Toss a Coin repeatedly until you get 0 head ond count how many times the (oin was
tossed
2>3omple space or set of all possible outrcomes
L 1) For Andrew HendriX -
3210123, 4 Z20 OF ¥ \neinite
$=10,'2,1,1%2,2,.. 5 or
$=10,1,2,...,500, > 5004 or finite
S=1x: xeR20Y Infinite
2) $= 1 (W, X2, X3, .., X82): 1£Xi < b, for each (Y
3)$=1H,TH,TTH, . J0LTT... (never get H§
3 Events 1e. sets of ovrcomes
1) A={0,1,2,3,4% (Andrew Hendrix throws <5 yards)
B=1x:x220% (for atleast 20 yards)
c=14,5,0,...,20,21% (for at least 4 and at+ most 21)
2) D=1 X\, X2,X3,..-,X52) O+ least one of +he Xc's 1S 63
3E=1TTH,TTTH,.. (eventually get a head but  +akes at least 3 tries)
- There are two special events:
L) # (nothing happens)
W) S (sometning happens)
L |f event F occurs when we do the experiment, then e cutcome 1s In F
L example: If Andrew Hendrix throws for 4 yards, both A and ¢ Cand $) have otcured but not B

Manipulati ng Events

GeHing new events from od:
O union (V)

L) intrersection (0)

o) complement ()

Example: (Andrew Hendrix example)
S (A

O 12
3y
5 0.

ALB 13 any outcome in one of A,B,or both (L="or")
A0NB=14%, ANB= @ 1e. they are digjoint) (N="and™
SN 220 A=15,6,7,...5= S\A Cie. everything not in A%

2\ 2

connection between the hree: (ALRVC)*=ANRNCC

Demorgan's Laws :
N (AVALL..LAMN=ASNALN...N AR
2)(ANALN...NAM=ACVALV...VARC

A number assigned fo an event can measure how likely i+ 18



Rules of Probabiljty

D 0£P(EN< | foreach E

) P=1

3)For any Ay Az,... motually exdusive, then o (3 4= % peac)
=1 Y

consequence of the roles:

N P(®)=0

L Proof: S=3VBLBL..., P(NH=P(N+PIA)+P(F)+...=> PLB) =D

2) P(AIV A2V...0 An)= P(AN+P(AD+..+P(An) It the AC are W\U‘\'DOHY exclusive
L called finite additivity

3) P(A9)=1-P(A)

L Proof: S=AVAC => P()=P(AVAS)=P(A)+P(A%)=1 3
)\ ASB (A)sa subset of B), e everything in A 13 In B, then P(AY2P(B) @
L Proof: B=ALIB\AY=> P(B)=P(A)+ P(B\A), Sinte O£PI(B\AYE! we have PAY:P(BR)

Expirement: Pick a person at random and note their gender and \f they Gre wearing glasses
Data: m f

ANE _
n 2oz t+otal: 50

S=1$g,§n,mg,mnY, 1o possible events (24)

Probability Examples

if $={w,Wz,..,Wns and we expect all outcomes 1o be equally likely, then
P(S)= 1= P(IWy, ..., Wnb) = P(Aw,hU twa3u...u{Wn}) = p(Iwib)= Yn=P(Tw})

Example: roll a 20 sided die

§=11,2,...,20% all equally likely

P(each individual ovtcome)= Y20

I# €= 115,16,17,18, 19,209, P(E)=PUIS)+P(lb)+...+ P(20) = “20

In general, if all n outcomes are equally likely, +hen  P(e)=1El _ # successful outcomes

Is| # ovtComes

Example (Homework): Yoo have 2 mars bars, 4 Shickers, and 4 Kitkat inQ bag. Draw one bar,
eot 1+, draw a second bar, eat i+, and note +he 1wo ot were eaten and in which order
S=LM, M), (M,9), (M, ), (S, M), (S, ), Lk, M), LK,8)]

E= the first bar you eat1s a kit kat=10k,M), (¢, $)}

P(E)¥%1 becavse of the presence of 2 Mars bars

view the mavs bars as different: M,M2

There are twelve new ouvtComes of different probability

E2a= 1M, L, M D, U, Y, PLER)= 2= Yy



Example: Drop O Coin randomly on a 2x3 +able and observe the point at which the Center lands

I S { (XN) “0<X< 3, 04\/( 23 (\n?im’re)
. U= upper= L Uy): 0¢Xe 3, 1eye 2y, E=edge 1Lxy): 0¢x<| or 2¢x¢3,and 0¢y<2}
3

Cin general PCany event)=_Area (A)

Area (S)
c=center C1Y2,1)
_Area1V2\Y)_ o .
PLC)= o o =0
PLLOAM)= '3

PLL L M)= PLY+PLM)- PV NM)= Yo
i Aand B are disjoint, PLALB)=PIAY+P(B). Otherwise, PLALB)= PLAYP(B)-P(ANBR).
PCALBLO)=P(AY+P(B) P(L)-P(A NBY)-P(ANC)-P(RB N+ PLANR NC)

Independence example: Assume 0.5 of-a group 18 5'8" or taller (T) and 0.3 of the grovp prefers
yankees o red Sox (Y). what Is P(YnT)? we expect it fobe 016=0.5x0.3

T Y

s

Definition: EveniS A and B are independent i P(ANB)=P(AP(B)

307. of 507
=0.3x05

Example: roll 2 dice, red and blue, and ooserve the fwo humbers
Qn, ().
s (2,1, (2,2),... 36 outcomes, all equally likely

(61, (6,2),...
A= ved d\'ce 1S 10r2, B-b\ue dice 1s even
e _1_1. 1
C= both dice show the same number

PLO=F, PIORO=FX L =1, PLANO= 55 = §

S0 Aond B, A and C are independent
D= red dice Shows 20r3

PIDY=, PLA:=5 PLAND)=L#5x5 So +hey are dependent

Mutually Exclusive

are A and B independent? no
@ @ P(ANB)=0% P(AIP(B) Lnless P(AY=0 or P(B)=0




Example: toss a win unhl heads

S={H,TH,TTH, ..., TTT...J

PLY=L pTHY:= =% &, PUTTHY=F ., PAT-THY= ()™
A=eventually get a head

P(AFP(’LH.TH'TTH:---"3='7+%+L8 += 1 (since oray+ax+...=30)

= P(TTT..)= P(ASD=I-P(A)=0
LThis 1S an example of P(~)=0 when ~*+&

Definition: 3 eventS A,8,and C are independent f:
0 PLANBY= P(AHP(R)

LD PCANCY=PLAYP(CY

wi) PR NO=P(RYPLCL)

W) P(ANBNC)= P(AIPIRY PLL)

Example: David has to form a committee. H must have an odd number of people
$=1DAB, DAC, DBC, ABLY all choices equally likely
A=A not on the committee, C=C not on the committee, B=1R not on the committee

PLAY=5-2PLB)= PLOY, PLAOR)=7-=5 = =PLANC)=PLBNL) SO AB,BC, AC are independent

PLANBNCL)= Vu# PIAP(R)PLO="/8 SO AR L Ore not independent
knowing A and B occured tells you that C does not

Suppose A and B are Independent. what about Aand BS? yes
L Proof : PLA NBS =PlAY-PLANR)=P(A)-PLA) PLB)= P(AY(\- P(RY) =P(A) PLBS)
More generally, if A,,..., AnQre independent then P(A, NAZL O AZEN... NAn-1 D AT )=PCADNPCAPA D) -P(ANn-DPLANS)

Example: Fedeer and Murray play 0 best of three Set match. Eachis equally liely to win each set
and sets are independent-
$=LMM, MFM, FMM,FF, FMF,MFFY
P(~y:Ta Y8 Y8 Yz Vs
F = Feeder wins, P(F)="2
E=Murray wing first set, PLe)="2
Assume you know E occored. SMEW={MM MFM, MEFY  PMEW(R)=Yu
M=, R, Y=Yy
(= the match goes to three sets
$new={MFM, FMM, FMF,MFF )
U514, Yg2'lu, e, g > Iy

Notation: PCFle) (probability of F given £), conditional probability

Detinition: P(Alg)= P(AOR) ¢ p(a)>0
S PLB)

A B




Example: roll fwo dice

A=roll 10 Or greater P(A):“6" o

B= first 15 b

SNEW =1 61,62,63,(H, 05,66Y , PIAR)= Y2
JPan) 33 -3 _ 1

P> Tpiey o~ o 2

_PBNA) _ %36
PLBIA =By = e

-1
"2

i A and B are independent and P(A), P(B)?O, then pyy. PLANR) . LAYPB) o4y ond

P(B) ~ P(B)
- PBNAY  PIBP(A) -
PRI =50y = ey )
other direction: If P(B1a)=P(®), then BBOAY. o ay=y A ond B are independent

PCA)

Multiplication role: For A and B, PLANR)=P(AYP(BIA)

Example: Every morning, chotse between bike and bus. You chocse bike 2/3 of the time and bus
3 of the time. With the bus you're late 9/s of +he Hime and with the bike you're late /s of
the Hime.

ez plovsniate)=% =15
PUoLS N ot late)= T&
2p(bikeniate) = Tk

%
¥ lage ¥; Ploike n not 1ate)= 1%
y
PCBuS lcne):ﬁ:% Plateps)= =

PCAIDALN...0 Am)=P(A21AD P(ADPCA3| AiNA2)

PCANBNC)= P(AY PRI A)P(Clang)= P(AY_P(BNA) P(CNAND)
PCA) PCANR)

Example: You have H envelopes ,one with o prize. Y people pick One ofter another. The one
with e prize 1S the winner. which 1S the best position to pick in?

Ai= person L wins

PCAV= Y4, PLA=P(ACN A= PLAL) PLAzIaL)= Y V3= Y

P(A2)=PCACN AT N A3)=P(ADIP(AF| A\®)

PCAZIAS NAE) =3 (A1) ('12)= "4, P(AW)=Yu=1- P(AD-P(A2)- P(A3)

Condusion: all positions are equally likely o win

P(-1a) 18 0 probability given any event A, get an assignment of probabilities 1o each possible event:
by conditioning on A

p“ew = P(E\/D

Fact: P"eW is o valid assignment of probabilities 1e:

() 02 PP B)2)

L) PNeW(S)= |

(i) PP (0 AD= 3 P"W (A f Aits disjoint

Soall of our facts for P remain true for PMEW Le. P(BS[a)= I-P(BlA)



Example: 707 of sputh Bend residents, 507 of Grvanger residents, and ©07. of Mishwaka
residents suppor+ Joe Donelly. The South Bend population 1S 120,000, Mishwaka population
IS 80,000 ,and c—;ranger's population 1S 30,000.

P(SB)= pO7. = 122000

200,000 S8 M, P(M)=025
let D= supports Joe Donelly P(sB)=0.0
P(SB\ )= ﬂ—PS(BD;‘—m &, PLe=015

P(DIsg)= 0.1, P(DIM)=0, P(Dle)= 0.5
P(D)= P(DNSB)+ PLDNM+P(DNGY= P(SB) P(D|sp)+PMP(DIm)* PLGP(DIG)

_06(01) z
P(sBlp)- 0.6(0. 1)+ 0.25(0.L)+D.15(05) 005
Bayes Formula
setop: [A A2 [ [ TAn

> AlL..UAN=3, Al's partition the Sample space
C ;

Data given: PCANP(AL),..., P(An) and P (Bl a), P(Bl42),..., P(Blan)
want: P(Aile)= P(RNAL _ PLADP(BlAD
P(R) P(AI)?(BIAI)-""' P(An)P(BlAn)
(Since P(R)=P(BRNAN* P(BNA+...+ PIBNAN=P(ADP(BIA)+...+P(ANP(BIAN) by the law Of
probability, Adam's law)

Bayes Theorem: \f P(R)70, A,,...,An fOrm Q partition of §, and P(A{)?0, then
_PlAeNB) _ P(AP(BIAL)
P - -
T STPADPB] AD

L=

Example: 757 of a companys customers have “good" credit rating. 257 have “risky” rating. People
with good rating are late 101 of the time and people with risky rating are late 907 of the time
Pick a random customer who 1S late.What 1S the likelyhood that they have risky credw rate?
we know: P(R)=0.25, PLtN=0.1%, PLIR)=0.5, P(LIg)=0.1
we want: PRIL)

P(LY  PRIPILIR)+ P P(LIG) (0.25)(0.5)+(015)(0.1) 0.125+015 0.2

=0.625

Example: 0.005 of the population has condition X.There 1sa fest for X. Q87. of the ime X 18 present,
the fest detects i+. 27 of the +Hime X 1S not present, +he test detects. Assume you take the test
and s positive . what 1S the chance that you have X ?

- PXnP) _ PIPLPIx) _(0.009)(0.9%)

=0.005 = = = % 0.107
i + PXIp) P(PY  POLOP(PIX)+PLOP(PIxe)  (D.0DD)(0.9% )+ (0905)(0.02) 014758

Definition: A discrete random variable s g fonction x from ¥he ouicomes 1o the real numbers



Examples:

D voll fwo dice and recall +he numbers that come Lp. SLPPOSE we are Interested in the Sum
of the fwo humbers.

random varioble x:S— R, x((a,0))=Qa+b, x((3,9))=X((4,4))=3

D note the ¥imes at which the First 3 people arrive 1n class. The t+ypical ovtcome 13
(4G, 148,1.4%U5). If 'm interested in e difference between e firstand second arrival

SO X(a,b;CJ: b-a

Random Variables

Examples:
D The expirement IS 1o o tothe Cinema



